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Preliminaries

Global Routing

Multi-level 3D Maze Routing

Cost Scheme

 Multi-level 3D maze routing introduces a technology called coarsening to 
narrow the 3D search space and divide RRR into two levels in different 
granularity. Fig. 2 shows the procedure of multi-level 3D maze routing. First, 
blocks of multiple G-cells are compressed at the scale of 𝑠 into coarsened cells 
which reconstruct the original grid graph into a coarsened grid graph. The 
resource of a coarsened cell is computed as the average resource of all the G-
cells within it.
  Then, coarse-grained maze route planning is performed on the coarsened 
grid graph to find the rough search area of the optimal route. In this way, the 
fine-grained maze router will find the minimum cost route within the planned 
area instead of directly searching the whole 3D graph.

Global routing works on a set of horizontally and vertically evenly distributed 
G-cells. By considering each G-cell as a vertex 𝑣 ∈ 𝑉 and connections between 
adjacent G-cells as an edge e ∈ 𝐸, the routing area can be formed as a grid 
graph 𝐺(𝑉, 𝐸). The connections between G-cells on the same layer and different 
layers are called wire edges and via edges, respectively. The capacity of edges is 
defined as the number of tracks going through. The number of tracks that 
remain and are occupied are called the edge’s resource and demand. Finding a 
route connecting all the pins under design rules with minimum cost while 
meeting the capacity requirements is the main purpose of global routing. 

The proposed methodology is based on the competitive global router, 
CUGR [3], whose primary notations are listed in TABLE I. CUGR not only takes 
into account the congestion situation during the routing process, but also 
dynamically adjusts the sensitivity to congestion in different RRR iterations. Take 
the wire edge as an example, the cost function is:

The parameter 𝑠𝑙𝑜𝑝𝑒 determines to what extent of resource scarcity lead to the 
rapid increase of the congestion cost. In other words, 𝑠𝑙𝑜𝑝𝑒 determines the 

router’s congestion sensitivity. Defining the possibility of overflow as 1 −
𝑟 𝑢,𝑣

𝑐 𝑢,𝑣
, 

the congestion weight 𝑤𝑐𝑔𝑤 𝑢, 𝑣  can be expressed as:

Evaluation

Introduction

 Routing is an essential step to VLSI design closure whose flow is 
generally divided into global routing and detailed routing. Global 
routing is to find rough routes within the routing area under a series 
of constraints, aiming at the minimum cost while taking into account 
detailed routability. However, the initial routing might not meet all 
the requirements due to limited routing resources. In such cases, the 
global router needs to remove some existing connections and then 
re-find and re-establish better routes to meet the requirements, 
which is known as rip-up and reroute (RRR). As shown in Fig. 1, the 
runtime percentage of RRR in global routing is very large, and more 
efficient models and algorithms are urgently needed.
 Maze routing [1] is one of the commonly operated methods in 
the RRR iterations. This method runs on a grid map representing the 
routing region and amount of routing resources, aiming to find the 
shortest path under routing resource constraints. MGR [2] adopts a 
multi-level framework and two-stage 3D maze routing method to 
respectively plan and search for routes at coarse and fine granularity. 
It greatly balances the performance and runtime. CUGR [3] proposes 
a multi-level 3D maze routing algorithm with a probability-based cost

scheme that better considers detailed routability, and 
applies it to the RRR iterations. 
 Existing 3D global routers optimize algorithms and 
frameworks and have achieved remarkable results. 
However there is room for improvement in accurate 
modeling of routing resources and cost function in multi-
level 3D maze routing. Taking account of distribution 
while evaluating the resources or more precise value 
setting of parameters may bring performance in runtime 
and solution quality. 
 In this work, we propose an effective resource model 
and congestion adjusting method, to pursue higher 
efficiency and better results.

Fig.1 Breakdown runtime results on ICCAD2019 benchmarks [4] by CUGR [3] given in [5].
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Fig.2 The illustration of multi-level 3D maze routing.

TABLE I Notations

Optimization of Multi-level 3D Maze Routing

 In original Multi-level 3D maze routing, CUGR directly 
compute the resource of a coarsened cell by the arithmetic 
mean value of resources of all the G-cells within:

G-cells aggregate into coarsened cells and coarsened edges 
are formed by the interconnections between coarsened 
cells. The closer the G-cells within coarsened cells are to the 
connection, the more important its resources are. If the 
intersecting boundary resources of two adjacent coarsened 
cells are insufficient to form a continuous edge, regardless 
of the abundance of resources in their respective 
intermediate regions, they cannot establish a path. 
Therefore, the G-cell resource in each coarsened cell should 
be given corresponding weights according to its location.
  A wire edge is split into several pairs of adjacent 
coarsening units, higher weights should be assigned to 
resources of G-cells near the connection. Assuming 𝐴 and 𝐵 
is a pair of horizontally adjacent coarsened cells, the weight 
𝑤(𝑢𝑖𝑗) of resources in G-cell 𝑢𝑖𝑗 can be computed as:

In layers routed horizontally, 𝑥ℎ𝑖𝑔ℎ and 𝑥𝑙𝑜𝑤  represent the 

largest and smallest value of horizon abscissa in a pair of 
coarsened cells, and 𝑠𝑥  refers to the coarsening scale. For 𝑠 
G-cells, the sum of weight changes from 𝑠 × 1 to

Conclusion

. It is necessary to multiply by
2𝑠

𝑠+1
 to 

calculate the total resources of coarsened cells in wire edges:

  For vias, higher weight should be assigned to the resources 
near the edge area.  Suppose that 𝐴 and 𝐵 is a pair of coarsened 
cells in a via, respectively located in layers routed horizontally and 
vertically. Using (𝑥𝑚𝑖𝑑 , 𝑦𝑚𝑖𝑑 ) to represent the center coordinates 
of a coarsened cell, the weight 𝑤(𝑢𝑖𝑗) of resources in G-cell 𝑢𝑖𝑗 is 

calculated using:

Similarly, the weight sum of 𝑠 G-cells in a coarsened via changes 
from 𝑠 × 1 to                                                                . The resources of 
coarsened cells in via edges can be computed as:

Fig. 3 and Fig. 4 give the example resource weight distribution of a 
pair of coarsened cells in a wire and via.

Fig.3 Example of weight distribution in 
coarsened edges.

Fig.4 Example of weight distribution in 
coarsened vias.

Dynamic Adjustment Method 
to Congestion Sensitivity

 We propose a more accurate parameter update method, 
which is used to adjust the sensitivity to congestion of different 
RRR iterations. To ensure that the congestion cost starts 
increasingly weighted from the same level with the reduction of 
resources in each RRR iteration, 𝑠𝑙𝑜𝑝𝑒 and resource 𝑟(𝑢, 𝑣) need 
to satisfy: 
λ is a given constant that determines the level at which the 
congestion cost weights begin to increase. The parameter il is the 
number of RRR limits, and i is the number of RRR iterations. For 
the 𝑖𝑡ℎ iteration, the weight of congestion cost 𝑤𝑐𝑔𝑤 𝑢, 𝑣  should 
start increase when the resource 𝑟 𝑢, 𝑣 = 𝑖𝑙 − 𝑖 . To unify the 
starting points in each iteration that 𝑤𝑐𝑔𝑤 𝑢, 𝑣  increasing, 𝑠𝑙𝑜𝑝𝑒 
is calculated as:
When 𝑖𝑙 = 4 , the logistic function 𝑙𝑔(𝑢, 𝑣) ’s curves in each 
iteration are shown in Fig. 5. Compared with CUGR, our first RRR 
iteration reduces the sensitivity to a certain extent. 

Fig.5 Logistic curve in different iterations.

Therefore, lower-cost path 
will be chosen in the first 
RRR iteration. It also can be 
seen that the sensitivity to 
congestion in the last two 
RRR iterations is almost 
unchanged. Consequently, 
the congestion degree of 
the routing result will not 
change much compared to 
the original version.

Our methods is implemented in C++ 
based on CUGR [3]. Experiments are 
conducted on a Linux platform with Intel i9-
13905H @5.4GHz CPU and 32GB memory. 
ICCAD2019 benchmarks [4] is adopted to 
estimate the performance and compare the 
routing efficiency and quality with CUGR. A 
weighted sum score 𝑠 is used to evaluate the 
quality of the global routing results, which is 
defined as:                                        

𝑊 means the wirelength, 𝑉 is the number of 
vias, and 𝑆 is the number of short violations, 
𝛼, 𝛽, and 𝛾 are weighting factors set to 0.5, 
4, and 500, according to [4]. To measure the 
improvement in efficiency more fairly and 
accurately, each case is run 5 times and 
averaged in the same environment. 
  As shown in TABLE II, our methodologies 
achieves a 6.64% speed-up in the RRR stage 
to CUGR, and the overall runtime of global

In this work, we propose an effective resource model for the RRR iterations of global routing. First, the multi-level 3D maze routing is 
optimized by weighing resources of G-cells according to their distributions. Then, we redesign the parameter’s updating method in the cost 
scheme to better adjust the sensitivity to congestion. As a result, our method achieves both routing efficiency and quality improvements on 
competitive global routers.

routing is reduced by 5.69%. This is mainly due to our improvement to multi-level 3D maze 
routing. Since the spatial distribution of resources is fully considered in the RRR stage, the 
elimination of suboptimal options performs faster. Consequently, the solution space is optimized 
to a certain extent which leads to less runtime. 
 TABLE II also gives the comparison for the global routing results of all benchmarks. Overall, 
the wirelength is shortened by 0.04%, and the number of vias is reduced by 0.27%, which is 
mainly due to our optimization of the cost scheme. The maze router is given more routing 
options with lower costs because the weight of congestion cost in the first RRR iteration is 
decreased. In the remaining iterations, the sensitivity of congestion is close to CUGR, which 
ensures minimal short violations due to congestion. As a result, the overall short violations are 
reduced by 2.29% and the average score is reduced by 0.07%. 

TABLE II Comparison of Decomposed GR Scores and Runtime


